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Motivation and Background

• High complexity problem in the studies of Definition Generation (DG) 
is prevalent: generated definitions contain words that are more 
difficult than the defined word, which are labored for language 
learners to understand.

• The existing Chinese learner dictionaries is not enough for Chinese as 
Foreign Language (CFL) learners:
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• Data Structured Annotation:To turn disorganized data into structured 
ones,which is conducive for computers to extract this information 
automatically.

• Example Sentences Expansion:The original context attached to the 
targeted words given in dictionaries is too short to provide enough 
knowledge for the model to learn and generate descriptions.

• Post Processing:We calculate the average and highest HSK level, and 
combine the HSK level into the dataset. 

• Eventually, each entry of the dataset consists of a target word,its 
definition, the average and highest HSK level, and the contexts of the 
corresponding usage of this description.

• We focus on the task of generating defifinitions for CFL learners 
with appropriate complexities.

• Considering there is no dataset providing the complexity of 
definitions, which is essential information in the controllable 
generation,we build a novel benchmark dataset named 
COMPILING.

• In order to quantitatively measure the complexity of definitions, 
we refer to the graded vocabularies formulated by HSK (Chinese 
Proficiency Test).

• Compared to another dataset of Chinese definition modeling, 
COMPILING dataset includes more words and has longer 
definition and context.

• The results show that PLMs 
outperforms the other two 
methods in terms of the 
BLEU and NIST scores 
apparently.

• We propose a novel task of generating definitions for a word with 
appropriate complexity.

• We propose the COMPILING dataset that is of large scale and 
high quality.

• We perform several experiments on the COMPILING dataset and 
the results demonstrate it could assist models to achieve effective 
complexity controllable generations.

The existing dictionaries contain 
only a small number of words.
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Current issues of existing Chinese learner dicitionaries:

• The distribution of definitions in the COMPILING dataset in the 
three complexity levels is closer than CWN, supporting model to 
generate definitions of any target complexity level.

• Even on different test sets, definitions generated by the same model 
have similar complexity.

• The definition in the Easy Group scored the lowest overall score. 
• It means the difficulty level of the model-generated interpretations 

obtained by automatic evaluation is roughly in line with expectations. 
• The result proves the effectiveness of prompt learning on complexity 

controllable task.
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